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Abstract
Objectives Generative artificial intelligence (GAI) 
tools can enhance the quality and efficiency 
of medical research, but their improper use 
may result in plagiarism, academic fraud and 
unreliable findings. Transparent reporting of 
GAI use is essential, yet existing guidelines from 
journals and institutions are inconsistent, with no 
standardised principles.
Design and setting International online Delphi 
study.
Participants International experts in medicine 
and artificial intelligence.
Main outcome measures The primary outcome 
measure is the consensus level of the Delphi 
expert panel on the items of inclusion criteria 
for GAMER (Rreporting guideline for the use of 
Generative Artificial intelligence tools in MEdical 
Research).
Results The development process included 
a scoping review, two Delphi rounds and 
virtual meetings. 51 experts from 26 countries 
participated in the process (44 in the Delphi 
survey). The final checklist comprises nine 
reporting items: general declaration, GAI tool 
specifications, prompting techniques, tool’s role 
in the study, declaration of new GAI model(s) 
developed, artificial intelligence- assisted sections 
in the manuscript, content verification, data 
privacy and impact on conclusions.
Conclusion GAMER provides universal and 
standardised guideline for GAI use in medical 
research, ensuring transparency, integrity and 
quality.

Introduction
An increasing number of generative artificial intel-
ligence (GAI)- based tools have been developed 
in recent years. With the release of Chat Gener-
ative Pre- trained Transformers (ChatGPT) 3.5 at 
the end of 2022 GAI tools have become popular 
also with the general public, with promising 

WHAT IS ALREADY KNOWN ON THIS 
TOPIC

 ⇒ Generative artificial intelligence (GAI) 
tools, such as chatbots and large 
language models, are increasingly 
used in medical research to enhance 
efficiency and quality. However, 
their application lacks standardised 
reporting, leading to concerns about 
transparency, academic integrity and 
data reliability. Existing guidelines, 
like CONSORT (Consolidated 
Standards of Reporting Trials)- AI 
and STARD (Standards for Reporting 
of Diagnostic Accuracy Study)- AI, 
address GAI use in specific cases but 
do not tackle GAI’s unique challenges 
in general, such as content verification 
and ethical implications.

WHAT THIS STUDY ADDS

 ⇒ This study introduces the Generative 
Artificial intelligence tools in MEdical 
Research (GAMER) checklist, a 
comprehensive reporting guideline 
developed through a rigorous 
international consensus process 
involving 51 experts from 26 
countries. Comprising nine items, 
GAMER ensures transparent 
disclosure of GAI use in medical 
research, covering tool specifications, 
roles and impacts on findings. 
Unlike prior frameworks, it focuses 
exclusively on GAI and covers 
all steps of the research project 
and all study types, offering a 
standardised approach to improve the 
reproducibility and trustworthiness of 
medical research.
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applications in medicine. GAI represents a form of artificial intel-
ligence (AI) that is trained on extensive multimodal data sets to 
generate new content and ideas, including articles, conversations, 
images, videos and music.1 GAI tools can assist in a range of 
tasks in medical practice, from consulting on medical knowl-
edge and drug discovery, to assisting with consent- taking inter-
views,2 diagnosing and treating diseases using medical records 
and pathology images, as well as supporting medical research.3 In 
medical research, GAI shows substantial potential for numerous 
applications such as structuring narrative sections of a manuscript 
article (eg, the introduction and discussion),4 research code gener-
ation,5 language editing assistance,5 data extraction (eg, text from 
images), data structuring and transforming (eg, formatting text 
into a table) and data analysis.6

However, as an emerging technology, the application of GAI 
in medical research is accompanied by several issues and chal-
lenges, which are partly related to the lack of regulation and 
relevant guidelines.7 8 First, the authenticity and reliability of 
content generated by GAI tools require thorough verification. For 
instance, while GAI tools can assist in writing scientific papers, 
the veracity of the generated content is not guaranteed, raising 
concerns about potential academic fraud.9–11 Second, the use of 
GAI tools may pose risks related to data privacy breaches, as well 
as ethical issues.12 13 Third, the quality of the data used to train 
the GAI tools may be unsatisfactory, which will in turn impact the 
tool’s ability to produce appropriate outputs.14

The development of dedicated reporting guidelines for the 
use of GAI tools in medical research could help to address these 
issues. Reporting guidelines are simple, structured tools that assist 
health researchers to include necessary information in writing 
manuscripts.15 In the field of AI, several reporting guidelines 
have already been established, such as Transparent Reporting 
of a multivariable prediction model for Individual Prognosis Or 
Diagnosis (TRIPOD)- AI for prediction model evaluation,16 Stan-
dards for Reporting of Diagnostic Accuracy Study (STARD)- AI for 
diagnostic accuracy studies,17 Standard Protocol Items: Recom-
mendations for Interventional Trials (SPIRIT)- AI for randomised 
controlled trial protocols,18 Consolidated Standards of Reporting 
Trials (CONSORT)- AI for randomised controlled trials,19 Develop-
mental and Exploratory Clinical Investigations of DEcision support 
systems driven by Artificial Intelligence (DECIDE- AI) for various 
study types,20 ChatGPT and Artificial Intelligence Natural Large 
Language Models for Accountable Reporting and Use (CANGARU) 
for ChatGPT21 and Checklist for Artificial Intelligence in Medical 
Imaging (CLAIM) for medical imaging.22 However, these guide-
lines refer either to the use of AI in general or to specific tools. 
Guidelines that specifically focus on GAI or GAI- based tools 
are still lacking. Recent guidelines like TRIPOD- LLM23 focus on 
specific large language model (LLM) applications, whereas instru-
ments that provide broader guidance for all GAI tools across 
medical research are still lacking. GAI encompasses tools that 
autonomously generate new content, such as text, images or data, 
based on learnt patterns from vast data sets. Due to these unique 

capacities, existing guidelines on the use of AI in general may not 
be sufficient to cover all essential aspects related to GAI tools. 
Although multiple journals and institutions have issued regu-
lations or guidelines on the use of GAI tools,24–32 the lack of a 
rigorous and transparent development process and the substantial 
inconsistencies between the different tools limit their interna-
tional recognition and applicability.8

To address this gap, we convened an international, multidis-
ciplinary group of experts to develop a comprehensive reporting 
guideline for the use of Generative Artificial intelligence tools 
in MEdical Research (GAMER). Drawing from a rigorous litera-
ture review and extensive consultations with key opinion leaders, 
the guideline was crafted through numerous iterations and 
discussions. GAMER complements study- specific guidelines like 
CONSORT- AI by stating reporting requirements for GAI use across 
all research phases, not limited to any specific study type. This 
guideline applies to all types of medical research (such as liter-
ature reviews, clinical trials or observational studies) and covers 
all forms of utilisation of GAI tools (eg, LLMs or image genera-
tors) in any phase of the study (such as study design or manu-
script writing). It does not cover non- GAI tools or, for example, 
general web search engines, distinguishing its scope from broader 
AI applications.

Methods
We assembled an international multidisciplinary expert panel and 
followed the methodology recommended by the Enhancing the 
QUAlity and Transparency Of health Research (EQUATOR) Network 
to develop the GAMER reporting guideline.33 We analysed relevant 
reporting guidelines and literature,24–31 conducted a Delphi survey 
with up to two rounds and held subsequent online meetings with 
the panellists to formulate the final version of the checklist.

Patient and public involvement
None.

Sponsor and supporting organisations
The GAMER reporting guideline was initiated by the Evidence- 
Based Medicine Center of Lanzhou University, Chinese EQUATOR 
Centre, WHO Collaborating Centre for Guideline Implementation 
and Knowledge Translation and Health Data and Digital Medi-
cine Branch of the China International Exchange and Promotive 
Association for Medical and Health Care. This work was supported 
by the Research Unit of Evidence- Based Evaluation and Guide-
lines (2021RU017), Chinese Academy of Medical Sciences, School 
of Basic Medical Sciences, Lanzhou University, Lanzhou, Gansu, 
China. Informed consent was obtained from all participants in the 
Delphi process and online consensus meeting.

Protocols and registrations
The protocol for the GAMER reporting guideline has been 
published elsewhere.34 We registered the project on the 
EQUATOR website on 3 November 2023 (https://www. 
equator-network.org/library/reporting-guidelines-under- 
development/reporting-guidelines-under-development-for- 
other-study-designs/#CHEER).

Expert recruitment
We formed four expert groups: the Advisory Committee, 
the Core Team, the Delphi Expert Group and the Coordina-
tion Team. Their roles and responsibilities are detailed in 
the protocol.34 For the Delphi Expert Group, we recruited 
members through two channels: first, by searching the 

HOW THIS STUDY MIGHT AFFECT RESEARCH, PRACTICE 
OR POLICY

 ⇒ GAMER will provide the first universal guidance on 
how to report the use of GAI tools. We hope GAMER 
will be adopted as the minimum reporting standard 
by journals, which will promote the appropriate and 
transparent use of GAI in medical research.
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PubMed database on 3 October 2023, we identified 200 
experts who had published research related to GAI tools in 
the medical field; and second, we invited experts through 
our previous collaborators and using a snowball sampling 
method. We paid attention to the diversity of the panellists to 
ensure GAMER’s inclusivity and applicability across different 
medical research contexts and geographical regions, incor-
porating the various cultural and discipline- related perspec-
tives. We informed the panellists about the GAMER project 
to obtain their consent and invited those who agreed to join.

Generation of the initial pool of items
We formed a pool of potential items for the GAMER check-
list through the following methods: (1) retrieving published 
AI- related reporting guidelines such as DECIDE- AI20 and 
CONSORT- AI19 and collecting relevant items from them; (2) 
retrieving guidelines on the use of GAI tools from instruc-
tions for authors on websites of journals and publishers8 35; 
(3) conducting a scoping review of how GAI tools are reported 
in published literature; and (4) reviewing relevant litera-
ture recommended by the Advisory Committee. Using these 
methods, candidate items were gathered and discussed by the 
Core Team members to form the initial pool of items.

Delphi survey
We planned to conduct one to two rounds of the Delphi 
survey to gather the experts’ opinions and suggestions and 
reach consensus. The decision to carry out a second round 
was based on the results of the first round of voting. The 

participants were requested to rate each item on a scale 
ranging from 1 to 7 points, with 1 indicating strong disa-
greement and 7 indicating strong agreement for inclusion. 
The consensus to include or exclude the item was based on 
the following criteria:
1. If the median score was between 1 and 3, the item would be 

excluded.
2. If the median score was 4 or 5 (or higher with substantial 

comments on the content), the item would be discussed and 
entered into the next round of the Delphi survey or the con-
sensus meeting.

3. If the median score was 6 or 7 without any substantial 
comments, the item would be included in the final checklist.
The Delphi survey was conducted using SurveyMonkey 

(http://surveymonkey.com). Detailed questionnaires for the 

Table 1 GAMER checklist

No. Item Reported Page

1 Did you use any GAI tools (such as large 
language models or large visual models) in any 
section or step of this manuscript or study?

□Yes □No 
□N/A

2 Specify the GAI tool(s) used, their versions and/
or release dates and the date(s)/period the 
tools were used.

□Yes □No 
□ N/A

3 Describe whether a specific prompting 
technique was used to generate any content of 
the manuscript or to perform analyses during 
the study. Please also provide the unedited 
responses to the prompts.

□Yes □No 
□ N/A

4 If a new GAI tool was developed or fine- tuned 
based on an existing AI model, report the name 
and version of the original model.

□Yes □No 
□ N/A

5 Describe the role of GAI tools in all phases of 
this study where they were used (including 
manuscript writing).

□Yes □No 
□ N/A

6 Report the specific section or paragraphs of the 
manuscript that GAI tools contributed to.

□Yes □No 
□ N/A

7 Describe how the content generated by GAI 
tools was verified and (when necessary) 
modified.

□Yes □No 
□ N/A

8 Describe how data privacy and confidentiality 
were ensured during the use of GAI tools.

□Yes □No 
□ N/A

9 Describe whether and how the use of GAI 
tools may have influenced the interpretation 
of results, the study’s overall accuracy, or 
conclusions.

□Yes □No 
□ N/A

AI, artificial intelligence; GAI, generative artificial intelligence; GAMER, 
Generative Artificial intelligence tools in MEdical Research; N/A, not 
applicable.

Table 2 Glossary of terms relevant for the GAMER checklist

Terms Explanation

Artificial 
intelligence (AI)

The science of developing computer systems 
that can perform tasks normally requiring human 
intelligence.19

Application 
programming 
interface

A set of rules or protocols that allows different 
software applications or components to 
communicate and interact with each other.

Chatbot A computer programme designed to simulate human 
conversation, enabling users to interact with digital 
devices via text or voice.

ChatGPT An AI chatbot programme developed by OpenAI, 
launched in November 2022.

Delphi survey A research method that gathers the collective 
opinions of a group through staged consultations 
of surveys, questionnaires or interviews, aiming to 
reach consensus.19 In this article, we mean by the 
Delphi method a modified version of the original 
approach, adapted for the needs of reporting 
guideline development.

Fine- tuning Modifications or additional training of the AI model, 
aimed at enhancing its performance.19

Generative 
artificial 
intelligence (GAI)

A type of AI capable of generating new content and 
ideas, including conversations, stories, images, 
videos and music.

Generative 
pre- trained 
Transformer (GPT)

An AI model that uses a large- scale transformer 
neural network to understand and generate human- 
like text based on its training on vast amounts of 
language data.

Large language 
model

Deep learning model with a vast number of 
parameters, trained unsupervised on large volumes 
of text.75

Large visual 
models

A cutting- edge AI model designed for visual tasks, 
including image recognition, object detection, 
segmentation and image creation.

Prompt Text input by a user into the chatbot for the purpose 
of communicating with the GAI tool.76

Prompt 
engineering

The process of refining a GAI prompt to enhance its 
accuracy and effectiveness.

Query The process of asking questions by entering prompts 
into a chatbot.

Reporting 
guidelines

Recommendations for information authors should 
include in their manuscripts when writing about their 
research.

Temperature A parameter that influences the randomness and 
creativity of the model’s output.

GAMER, Generative Artificial intelligence tools in MEdical Research .
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first and second rounds are shown in online supplemental 
appendices 1,2.

Online meeting
Online meetings were held after the Delphi survey to collect 
the experts’ opinions on any remaining questions and opti-
mise and formulate the final checklist. Considering that the 
experts are based in different time zones, the scheduling of 
online meetings was done via Doodle (https://doodle.com/), 
with the option to arrange more than one meeting if neces-
sary. The online discussions were conducted through Zoom 
(V.6.0.11 (35001)) and recorded on video. The topics of the 
online meetings were to discuss items that had not achieved 
consensus and those with disputes, as well as to modify and 
refine the wording and order of the items. For experts who 
could not attend any of the online meetings, we sent the 
video recordings and summaries of the meetings, along with 
an online feedback form, to collect their views and sugges-
tions. All opinions and suggestions were documented, and 
responses to each expert’s suggestions were provided through 
email.

Approval of the final checklist
After the Delphi survey and online meetings, the core group 
discussed, modified and finalised the items of the GAMER 
checklist based on the experts’ comments and suggestions. 
They also prepared a glossary and an explanations and elab-
orations (E&E) document. All documents were sent to the 
expert group members via email for approval before the final 
submission.

Results
Characteristics of the Delphi panel
A total of 44 experts from 26 countries or regions partici-
pated in the Delphi survey: 43 experts in the first round and 
33 in the second round. The Delphi expert group included 
professionals from various medical specialties, epidemiology, 
computer science, medical ethics, AI and guideline method-
ology, as well as medical journal editors, policymakers and 
medical educators. Details on the GAMER working group 
members are presented in online supplemental appendix 3.

Results of the Delphi survey and online consensus meetings
A total of seven items were included in the first round of 
the Delphi survey, and all items met the pre- set threshold 
for acceptability (median score ≥6). However, one item, 
addressing the declaration of who was responsible for GAI 
use, was removed after discussion, as the panel deemed it 
redundant given authors’ collective responsibility in academic 
publishing. In the first round of the survey, a total of 135 
comments or suggestions were received, including four new 
items proposed by the panellists. These four items were taken 
to the second round of the Delphi survey, and consensus 
was reached on three items. During the second round of the 
survey, a total of 130 comments or suggestions were given. 
The questionnaires and details of the scores for both rounds 
of the Delphi survey are shown in online supplemental appen-
dices 1,2, and the suggestions and comments from the experts 
with responses from the core group are provided in online 
supplemental appendices 4,5. We also requested the panellists 
to vote on which section of the manuscript the included items 
should be reported in online supplemental appendix 6. Online 

meetings were held on 30 May and 31 May 2024 with 14 
and 12 participants, respectively. The main issues discussed 
are outlined in online supplemental appendix 7. During the 
meetings, the participants reached consensus to definitely 
remove the two items dropped in the Delphi survey, as well 
as on the exact terminology to be used, and suggested some 
revisions and formatting to the existing items. A summary of 
the discussion is provided in online supplemental appendix 8. 
We also collected feedback from experts who did not partic-
ipate in the online meetings through an online form (online 
supplemental appendix 9).

Final GAMER checklist and its explanation and elaboration
Based on the two rounds of Delphi survey, two online meet-
ings and repeated revisions and optimisations by the core 
team, we developed the final GAMER checklist comprising 
nine reporting items, namely, general declaration, GAI tool’s 
specifications, prompting technique, GAI tool’s role in the 
study, declaration of new GAI model(s) developed, AI- assisted 
sections in manuscript, content verification, data privacy and 
impact on conclusion (table 1).

Item 1 Did you use any GAI tools (such as LLMs or large visual 
models) in any section or step of this manuscript or study?
Explanation and elaboration
Inappropriate, non- transparent or unverified use of GAI tools 
in manuscripts or studies can lead to untrustworthy research 
results. In severe cases, such use may be considered academic 
fraud, potentially resulting in retraction and undermining the 
reliability and integrity of academic work.36 37

If GAI tools were used in a medical research paper at any 
stage (ie, generating content ideas, structuring the manu-
script, checking grammatical errors or improving clarity), our 
guideline suggests reporting several details to enhance the 
transparency of the study. Here, we focus solely on GAI tools, 
such as ChatGPT, Claude, Gemini or any other similar instru-
ments. This checklist does not cover the use of tools intended 
solely for language translation (eg, Google Translate).

If the authors or investigators did not use any GAI tool in 
their study or writing the manuscript, the remaining items of 
this checklist do not need to be reported.

Examples from published studies
 ► During the preparation of the manuscript, the authors used 

ChatGPT and PaperPal to correct typographical and gram-
matical errors.38

 ► ChatGPT 3.5 designed by OpenAI was used to help with lan-
guage editing.39

 ► This study investigates the use of ChatGPT- 4 in identifying 
suitable candidates for bariatric surgery and providing surgi-
cal recommendations to improve decision- making in obesity 
treatment amid the global obesity epidemic.40

 ► Neither ChatGPT nor other generative language models were 
used for the ideation or writing process.41

Item 2 Specify the GAI tool(s) used, their versions and/or release 
dates and the date(s)/period the tools were used.
Explanation and elaboration
Authors should disclose in the relevant sections of the paper 
the name (eg, ChatGPT, Claude, Gemini) and the version or 
release date of the GAI tool(s) that were used. Since most 
GAI tools are being continuously trained with new data and 
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fine- tuned, it is also advisable to provide the exact date(s) 
when the tool was applied. Also, authors should disclose 
whether they are using the front- end interface or application 
programming interface (API). The temperature, token length, 
language, layers or other settings should also be reported if 
available.

Examples from published studies
 ► We used GPT- 4 (OpenAI), an advanced LLM that was initial-

ly introduced in 2022. A single investigator (ASH) prompted 
GPT- 4 (version dated 12 May 2023) for all queries.42

 ► All models used GPT- 4 turbo (gpt- 4–1106- preview), with 
temperature set at 0 to generate the most deterministic (ie, 
least random) results and context reset prior to each vi-
gnette.43

 ► From 10 May to 13 June 2023, responses to these queries were 
generated by using two versions of ChatGPT (version GPT- 
3.5 and GPT- 4.0, OpenAI, California, USA) and Google Bard 
(Google, Alphabet, California, USA).44

 ► The March 2023 edition of GPT- 4 (maximum determinism: 
temp=0) was provided in each case five times to assess repro-
ducibility across repeated runs.45

 ► We queried GPT- 4 (OpenAI model=‘gpt- 4–0314’; role=‘us-
er’; temperature=0; all other settings at default values) to 
consider the clinical history of each pair of ED presenta-
tions and return which patient had a higher- acuity pres-
entation.46

 ► On 22 and 23 December 2022, the original full text of the 
question was put into a fresh chatbot session, in which the 
session was free of prior questions asked that could bias the 
results (version GPT- 3.5, OpenAI) and the chatbot response 
was saved.47

Item 3 Describe whether a specific prompting technique was used 
to generate any content of the manuscript or to perform analyses 
during the study. Please also provide the unedited responses to 
the prompts.
Explanation and elaboration
Prompt engineering is the process of creating clear, concise 
and easily understandable prompts that help the machine or 
the AI model to generate or predict the content to its best 
capacity.48 Prompt engineering has a significant impact on 
the responses from GAI tools, and high- quality prompts can 
effectively elicit high- quality answers.49 Therefore, when 
using such tools, authors are advised to retain the dialogue 
records to facilitate reviewers, editors and readers in repli-
cating and understanding the process. If possible, these 
dialogue records should be submitted together with the 
manuscript as .

Examples from published studies
 ► Appendix A presents the final prompts for each data ele-

ment.50

 ► Summaries of example questions and the corresponding phy-
sician and chatbot responses are shown in the table.47

 ► Using the training data in the CDSA data set (n=78), we ex-
perimented and improved prompts iteratively and the final 
prompt is presented in figure 2.51

 ► The response data produced by GPT- 3.5 and other remaining 
experimental data generated in this study are provided in the 
supplementary information /source data file. Source data is 
provided with this paper.52

 ► We developed an LLM- based workflow, using systems engi-
neering methodology and spiral ‘prompt engineering’ process, 
leveraging OpenAI’s API for batch querying ChatGPT.51

Item 4 If a new GAI tool was developed or fine-tuned based on 
an existing AI model, report the name and version of the original 
model.
Explanation and elaboration
Researchers often create, train or fine- tune tailored GAI tools 
based on existing LLMs to meet their research objectives 
and standards better. In such cases, we suggest disclosing 
detailed information about the original LLM that the tool is 
based on, including its name, release date, version and any 
other details. The details could be included as to keep the 
manuscript concise. This item applies only to those who have 
developed, trained or fine- tuned their own GAI tools. For 
widely recognised tools such as ChatGPT or Claude, this item 
is not applicable.

Examples from published studies
 ► We developed our model using LLaMA- 65B. Leveraging low- 

rank adaptation, we performed supervised fine- tuning using 
a data set crafted for instruction- following tasks, including 
data generated by GPT- 4 from 52 000 prompts in alpaca.53

 ► The purpose of this study was to create a baseline model 
for automated target word prediction of paraphasias with-
in spoken discourse using the surrounding language alone. 
We fine- tuned the LLM BigBird to predict the intended target 
word of paraphasias within transcripts of the Cinderella story 
retell task using data from controls, people with aphasia and 
a combination.54

 ► The YOLOv7 model is trained using a clinical data set, with 
data augmentation techniques employed to enhance the data 
set to identify six types of pressure injury images. The es-
tablished system features a front- end interface that includes 
responsive web design and a chatbot with ChatGPT, and it is 
integrated with a database for personal information manage-
ment.55

Item 5 Describe the role of GAI tools in all phases of this study 
where they were used (including manuscript writing).
Explanation and elaboration
GAI tools can be used for diverse tasks in writing medical 
papers and conducting research, such as language polishing, 
outlining ideas, generating software code or improving the 
structure of the paper. These roles should be transparently 
disclosed and reported in the article.

Examples from published studies
 ► During the preparation of this work, the authors used ChatGPT 

in order to correct grammatical mistakes. After using this 
tool/service, the authors reviewed and edited the content as 
needed and take full responsibility for the content of the pub-
lication.56

 ► ChatGPT advanced data analysis (previously known as ‘Code 
Interpreter’) was used for analyses and may be accessed via 
https://chat.openai.com for ChatGPT Plus users.57

 ► The author generated this text in part with GPT- 3, OpenAI’s 
large- scale language- generation model. On generating draft 
language, the author reviewed, edited and revised the lan-
guage to their own liking and takes ultimate responsibility for 
the content of this publication.58
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 ► ChatGPT 3.5 designed by OpenAI was used to help with lan-
guage editing.39

 ► The incorporation of ChatGPT was envisioned to enhance 
student learning experiences and assist in project planning, 
programming code generation, examination preparation, 
workflow exploration and technical interview preparation, 
thus advancing medical informatics education.59

Item 6 Report the specific section or paragraphs of the manuscript 
that GAI tools contributed to.
Explanation and elaboration
Authors should explicitly report in the article for which para-
graphs or sections GAI tools were applied, to assist readers in 
better understanding and assessing the content and value of the 
paper. Mentioning the exact sections can facilitate and accelerate 
the peer- review process. If the GAI tools were used not only for 
text editing but also for research protocol design, content creation 
or generating new text, it is encouraged to report the section of 
the manuscript, stage or specific task. If the tool is used solely 
for language editing, it is commonly used for the whole text 
and listing the specific sections is not necessary. The distinction 
between this item and Item 5 is that the present item refers to the 
concrete location, part or paragraph in the manuscript for which 
the tools are used, while Item 5 details the specific roles or func-
tions of the tools.

Examples from published studies
 ► This study used generative AI tools to analyse data, create 

preliminary themes, produce draft text and revise wording 
throughout the production of the manuscript.60

 ► The present work examines the cutting- edge advancements 
in the stages of ‘Literature revision and analysis’ and ‘Write 
scientific reports and publications’ (highlighted in red) us-
ing ChatGPT, a chatbot based on the GPT- 3.5 language 
model.61

 ► ChatGPT 4.0 was used for grammar correction and ChatGPT 
image generator was used to draw figure 1B.62

Item 7 Describe how the content generated by GAI tools was 
verified and (when necessary) modified.
Explanation and elaboration
Content directly generated by GAI tools may contain false or 
exaggerated information, so it is recommended to manually 
proofread, verify and, if necessary, revise the generated content 
to ensure its accuracy and reliability. For example, if the tool was 
used for language refinement, the output must be checked by a 
human author to ensure that the revised text corresponds with the 
original intended meaning. If no verification was performed, the 
reason should be clearly stated.

Examples from published studies
 ► After using this tool/service, the authors reviewed and edited 

the content as needed and take full responsibility for the con-
tent of the publication.63

 ► Next, each citation generated by GPT was fact- checked and 
replaced by the authors when the citation did not exist or 
when it did not match the content of the sentence.64

 ► The answers provided by ChatGPT were compared with 
the official answer key, which had been reviewed for any 
changes resulting from the advancement of medical knowl-
edge.65

Item 8 Describe how data privacy and confidentiality were ensured 
during the use of GAI tools.
Explanation and elaboration
GAI tools like ChatGPT often interact with individuals who use 
personal information to complete the query to be asked. Such 
interactions may involve the exchange of highly sensitive infor-
mation. Another concern is that chatbot models might store user 
data or use it for training purposes, meaning that the owners of 
the data no longer have control over it.66 It is critical to main-
tain user privacy and data security during these communications. 
Standards like data anonymisation, end- to- end encryption and 
differential privacy should be incorporated to protect personal 
and patient data and forbid latent data breaches or misuse. Local 
data protection and ethical regulations also must be followed. For 
authors, it is advised to pay attention to the protection of privacy 
when giving inputs to the GAI tools, for example, by removing 
any sensitive patient information before the tool can access the 
data.

Examples from published studies
 ► Prior to inputting any information into the chatbots, each 

patient’s data were anonymised and all personally identifiable 
information was removed according to data privacy stand-
ards.67

 ► To further protect patient privacy, any data sent to ChatGPT 
was de- identified or anonymised to remove personal infor-
mation.68

 ► We also presented the prototypical anonymised case vignettes 
to two versions of ChatGPT, based on either GPT- 3.5 or GPT- 4 
(ChatGPT version: 24 May 2023).69

Item 9 Describe whether and how the use of GAI tools may have 
influenced the interpretation of results, the study’s overall 
accuracy or conclusions.
Explanation and elaboration
Authors should report whether and how the content generated 
by GAI tools may have influenced the results. If the tool was 
used for language editing correctly, it generally should not affect 
the content, assuming that the original text/prompt was clear. 
However, if the tool was used to directly generate content (such as 
software code), the results may not necessarily match the inten-
tion of the authors. The authors should therefore ensure the accu-
racy and integrity of all generated content. Moreover, as for any 
content of a scientific article, all authors should be responsible for 
the consequences of using GAI tools, as required by, for example, 
Elsevier for its journals.70

Examples from published studies
 ► Additionally, the study did not evaluate the impact of 

ChatGPT’s use on actual clinical outcomes, patient satisfac-
tion or healthcare provider workload, leaving the real- world 
implications of using ChatGPT in clinical practice uncertain.71

 ► During the preparation of this work, the author(s) used 
ChatGPT in order to improve readability and language. After 
using this tool/service, the author(s) reviewed and edited the 
content as needed and take(s) full responsibility for the con-
tent of the publication.72

Discussion
The GAMER statement represents the culmination of an interna-
tional consensus process that brought together a diverse group 
of experts with extensive AI and medical research backgrounds. 
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The high response rate from the invited experts highlights the 
recognised need and eagerness for a structured and standardised 
reporting guideline for the use of GAI tools in medical research. 
The development of the GAMER checklist followed a rigorous 
methodology, with standardised reporting and transparent disclo-
sure of the process and results in each step and section.33 We 
hope that this robust checklist will be widely adopted by a broad 
range of stakeholders and users including authors, reviewers and 
journal editors alike, fostering transparent reporting of the use of 
GAI tools, so as to enhance integrity and quality across the field.

To support the development of the GAMER checklist, we 
reviewed the methodologies and contents of the CONSORT- AI,19 
SPIRIT- AI,18 DECIDE- AI,20 STARD- AI,17 TRIPOD+AI16 and BePRE-
CISE (Better Precision- data Reporting of Evidence from Clinical 
Intervention Studies & Epidemiology) checklists,73 as well as a 
recently published systematic review.74 We also published an 
editorial advocating for the development of a dedicated reporting 
checklist for the use of GAI tools early on in the project,27 which 
was very beneficial for recruiting leading experts globally. The 
solid groundwork laid in the early stages was crucial for devel-
oping GAMER and is one of the effective guarantees for its subse-
quent dissemination and adoption.

To better assist stakeholders in understanding and using the 
GAMER checklist, we have provided a detailed list of E&E on 
each item and a glossary of terms related to the GAMER check-
list (table 2). Moreover, the GAMER checklist itself is very brief, 
with only nine reporting items. The checklist, together with the 
E&E section, can efficiently help authors in reporting the use of 
GAI tools when writing their articles. This will also swiftly assist 
reviewers and editors in checking whether the use of GAI tools has 
been disclosed in the submission.

While journal instructions often focus on the use of GAI in 
manuscript preparation, GAMER extends this by providing a stan-
dardised approach for reporting its use also in study design, data 
collection and analysis. For example, if GAI is used to develop 
a research protocol, GAMER requires authors to disclose the 
tool’s role, the prompts used and how the output was verified, 
which helps to ensure the transparency and reproducibility of the 
research process. If the authors instead reported only that a GAI 
tool was used but not the verification process or the prompts, the 
reader cannot necessarily be convinced or check the appropriate-
ness of the selected methodology, which in turn can ultimately 
make the results of the study lose their value.

It is noteworthy that, like other reporting guidelines, the 
GAMER checklist can be used not only to guide researchers on 
how to disclose and report the use of GAI tools when writing arti-
cles, but also to assist reviewers and readers to evaluate whether 
the use of GAI tools has been properly and transparently reported 
in manuscripts under review and published articles (to further 
ascertain the quality). It is also important to note that the appli-
cation of the GAMER checklist is not limited to specific types of 
research. If an article uses GAI tools, the checklist items should 
be followed to disclose all relevant information; however, if no 
GAI- based tool was used, it is also recommended to disclose this 
explicitly. We also recommend authors who used GAI tools in 
their manuscripts to submit the filled GAMER checklist during 
submission.

The Delphi expert panel decided to remove two items from 
the GAMER checklist due to lack of consensus after two rounds 
of survey. The first was a request to report who is responsible for 
the use of GAI tools. However, given the current principles of 
academic publishing which indicate that all authors are collec-
tively responsible for all content of the manuscript, the expert 

panel concluded that such an item would not have substantial 
added value if included in the GAMER checklist. The second 
item removed was about reporting the date of GAI tools usage; 
its content was eventually integrated into item two (specification 
of the GAI tool). Additionally, regarding the terminology used in 
the GAMER checklist, the expert panel decided to use the term 
‘GAI tools’, which is a broader term than, for example, ‘large 
language models’, which was also considered as an option. Due 
to the rapidly evolving nature of the field and the broader scope 
covered by GAI tools, we expect that other types of GAI tools, 
for example, large visual models and multimodal GAI tools, will 
become increasingly used in the future. Therefore, using a broad 
term such as GAI tool can also ensure the long- term relevancy of 
GAMER into the era of the next generation of GAI. The GAMER 
checklist thus aims to cover the use of all GAI tools instead of 
only LLMs.

Additionally, we also deliberated on the ideal reporting posi-
tion for each item. Most of the required content was suggested to 
be reported in the methodology section. However, the panel did 
not see the need to make this a mandatory requirement, but rather 
a recommendation (online supplemental appendix 6).

Despite our rigorous approach in developing the GAMER 
reporting guideline, several limitations need to be considered. 
First, despite our best efforts to have a balanced gender distri-
bution, the proportion of women in our expert panel was only 
15%. This under- representation may be an indirect result of our 
recruitment strategy, which focused on screening first and last 
authors of relevant GAI- related papers, indicating that there may 
still be relatively few female researchers in this field. Addressing 
this imbalance is a priority for the future. Second, we did not 
include patient representatives in our checklist- making process 
because we considered that their understanding and knowledge of 
GAI tools might be limited. However, we will consider including 
them in future updates to ensure broader stakeholder engagement.

After the release of the GAMER reporting guideline, promotion 
and dissemination efforts are also crucial. First, we will dissem-
inate the GAMER checklist via online platforms and academic 
conferences, including presenting and interpreting the GAMER 
checklist at various conferences and using social media platforms 
such as X (previously Twitter), WeChat and LinkedIn to increase 
awareness among researchers. Second, we will invite members of 
the Delphi expert group to translate the GAMER checklist into their 
local languages for broader dissemination. Our experts represent 
26 countries and regions worldwide, offering broad geographical 
diversity and significant potential for promoting the checklist 
globally. Third, we will contact the editors of major journals and 
recommend integrating the GAMER checklist into the authors’ 
guidelines of journals to better assist and enhance the disclosure 
of GAI tools usage. Fourth, we will create a dedicated website 
for the GAMER statement and organise members of the GAMER 
working group to promote and disseminate the checklist. These 
steps are designed to ensure wide- reaching awareness and imple-
mentation of the GAMER reporting guideline globally. Finally, we 
will establish a long- standing coordination group for GAMER so 
as to regularly discuss and review the statement. This group will 
meet on a yearly basis, conduct an assessment of the usability of 
the checklist considering the latest developments in AI technology 
and collectively decide whether a revision is necessary.

Conclusions
The GAMER reporting guideline have been developed through a 
comprehensive and structured consensus process to enhance the 
transparency and rigour of medical research involving GAI tools. 
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With the rapid proliferation of studies using GAI tools, there is 
a critical need for stringent reporting of the use of such tools. 
The GAMER guideline represents a comprehensive, universal and 
standardised reporting guideline for GAI tools in medical research. 
This guideline fills a major gap in existing reporting practices 
and can substantially benefit authors and reviewers of scientific 
articles, as well as journal editors, by improving the transparency 
of medical research. We hope for the widespread adoption of this 
robust guideline to further enhance the integrity and quality of 
GAI- based research across the field of medicine.
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